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Semantic variation
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weak 
ignorant

foolishIn pride we speak it, or at  
least inwardlie thinke it, wee are 
not as those seely Idiotes are.

http://commons.wikimedia.org/wiki/File:Gervase_Babington.jpg

C16th

Meaning varies through time
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weak 
ignorant

Here we see that a small 
sillie Bird knoweth how to 
match with so great a Beast by C16th

http://commons.wikimedia.org/wiki/File:Magpie_chasing_Brown_Goshawk_(Immature).jpg
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pitiable

Sely Scotland, that of helpe has gret neide

http://commons.wikimedia.org/wiki/File:Wallace,_as_depicted_in_a_children%27s_history_book_from_1906.jpgLater C14th 5



innocent 
harmless

‘Alas’, he seide, ‘þis 
seli best: þat no-þing 

ne doth a-mis!’ 
http://commons.wikimedia.org/wiki/File:Francisco_de_Zurbar%C3%A1n_-_Agnus_Dei_-_Google_Art_Project.jpgLate C14th 6



blissful 
blessed

A Jhesu, 
blyssede [es] þat 
abbaye and cely 
is þat religione 

http://commons.wikimedia.org/wiki/File:Godric-Finchale.jpg

1350 (examples from 1200) 7



foolish

blissful 
blessed

blessed and innocent

innocent 
harmless

innocent and pitiable

pitiable

pitiable and weak, 
ignorant

weak 
ignorant

ignorant and 
 foolish

Example from: 
Hollmann. 2009. Semantic Change. In English Language: 
Description, Variation and Context, ed. by Culpeper, Katamba, 
Kerswill, and McEnery. 8



Meaning also varies through space

gas 
first floor 
corn 
entree

https://commons.wikimedia.org/wiki/File:Uncle_Sam_(pointing_finger).png
https://commons.wikimedia.org/wiki/File:Queen_Elizabeth_II_1959.jpg
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• rhetorical devaluation (Dahl 2001)  
terms expressing the extreme of positive evaluation 
(excellent, wonderful, awesome) tend to be 
overused → loss of informational strength → rapid 
turnover  

• collateral taboo  
if one of the meanings of a polysemous/
homophonous word is obscene or otherwise 
fraught then the other meanings tend to drop out 
(gay)

General patterns
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• bifurcation  
a word acquires second meanings through 
reanalysis of some special use of the first meaning

General patterns

mouse (sg.) mice (pl.) 
mouse (sg.) mouses (pl.)

pitch black → pitch blue
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Phylogenetic 
perspective on variation

Patterns are the result of processes
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Galton’s problem

Tylor, E. B. 1889. “On a Method of Investigating the Development of Institutions Applied to Laws of Marriage 
and Descent.” The Journal of the Anthropological Institute of Great Britain and Ireland 18: 245–72.
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 Drift model

• Each figure (colour + shape, 
representing e.g. a language with a 
particular typological configuration) 
has 0-3 descendants 

• Number of descendants is 
completely random
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LETTER
doi:10.1038/nature09923

Evolved structure of language shows lineage-specific
trends in word-order universals
Michael Dunn1,2, Simon J. Greenhill3,4, Stephen C. Levinson1,2 & Russell D. Gray3

Languages vary widely but not without limit. The central goal of
linguistics is to describe the diversity of human languages and
explain the constraints on that diversity. Generative linguists fol-
lowing Chomsky have claimed that linguistic diversity must be
constrained by innate parameters that are set as a child learns a
language1,2. In contrast, other linguists following Greenberg have
claimed that there are statistical tendencies for co-occurrence of
traits reflecting universal systems biases3–5, rather than absolute
constraints or parametric variation. Here we use computational
phylogenetic methods to address the nature of constraints on
linguistic diversity in an evolutionary framework6. First, contrary
to the generative account of parameter setting, we show that the
evolution of only a few word-order features of languages are
strongly correlated. Second, contrary to the Greenbergian general-
izations, we show that most observed functional dependencies
between traits are lineage-specific rather than universal tendencies.
These findings support the view that—at least with respect to word
order—cultural evolution is the primary factor that determines
linguistic structure, with the current state of a linguistic system
shaping and constraining future states.

Human language is unique amongst animal communication sys-
tems not only for its structural complexity but also for its diversity at
every level of structure and meaning. There are about 7,000 extant
languages, some with just a dozen contrastive sounds, others with more
than 100, some with complex patterns of word formation, others with
simple words only, some with the verb at the beginning of the sentence,
some in the middle, and some at the end. Understanding this diversity
and the systematic constraints on it is the central goal of linguistics. The
generative approach to linguistic variation has held that linguistic
diversity can be explained by changes in parameter settings. Each of
these parameters controls a number of specific linguistic traits. For
example, the setting ‘heads first’ will cause a language both to place
verbs before objects (‘kick the ball’), and prepositions before nouns
(‘into the goal’)1,7. According to this account, language change occurs
when child learners simplify or regularize by choosing parameter set-
tings other than those of the parental generation. Across a few genera-
tions such changes might work through a population, effecting
language change across all the associated traits. Language change
should therefore be relatively fast, and the traits set by one parameter
must co-vary8.

In contrast, the statistical approach adopted by Greenbergian linguists
samples languages to find empirically co-occurring traits. These co-
occurring traits are expected to be statistical tendencies attributable to
universal cognitive or systems biases. Among the most robust of these
tendencies are the so-called ‘‘word-order universals’’3 linking the order
of elements in a clause. Dryer has tested these generalizations on a
worldwide sample of 625 languages and finds evidence for some of these
expected linkages between word orders9. According to Dryer’s reformu-
lation of the word-order universals, dominant verb–object ordering
correlates with prepositions, as well as relative clauses and genitives

after the noun, whereas dominant object–verb ordering predicts post-
positions, relative clauses and genitives before the noun4. One general
explanation for these observations is that languages tend to be consist-
ent (‘harmonic’) in their order of the most important element or ‘head’
of a phrase relative to its ‘complement’ or ‘modifier’3, and so if the verb
is first before its object, the adposition (here preposition) precedes the
noun, while if the verb is last after its object, the adposition follows the
noun (a ‘postposition’). Other functionally motivated explanations
emphasize consistent direction of branching within the syntactic struc-
ture of a sentence9 or information structure and processing efficiency5.

To demonstrate that these correlations reflect underlying cognitive
or systems biases, the languages must be sampled in a way that controls
for features linked only by direct inheritance from a common
ancestor10. However, efforts to obtain a statistically independent sample
of languages confront several practical problems. First, our knowledge
of language relationships is incomplete: specialists disagree about high-
level groupings of languages and many languages are only tentatively
assigned to language families. Second, a few large language families
contain the bulk of global linguistic variation, making sampling purely
from unrelated languages impractical. Some balance of related, unre-
lated and areally distributed languages has usually been aimed for in
practice11,12.

The approach we adopt here controls for shared inheritance by
examining correlation in the evolution of traits within well-established
family trees13. Drawing on the powerful methods developed in evolu-
tionary biology, we can then track correlated changes during the his-
torical processes of language evolution as languages split and diversify.
Large language families, a problem for the sampling method described
above, now become an essential resource, because they permit the
identification of coupling between character state changes over long time
periods. We selected four large language families for which quantitative
phylogenies are available: Austronesian (with about 1,268 languages14

and a time depth of about 5,200 years15), Indo-European (about 449
languages14, time depth of about 8,700 years16), Bantu (about 668 or
522 for Narrow Bantu17, time depth about 4,000 years18) and Uto-
Aztecan (about 61 languages19, time-depth about 5,000 years20).
Between them these language families encompass well over a third of
the world’s approximately 7,000 languages. We focused our analyses on
the ‘word-order universals’ because these are the most frequently cited
exemplary candidates for strongly correlated linguistic features, with
plausible motivations for interdependencies rooted in prominent formal
and functional theories of grammar.

To test the extent of functional dependencies between word-order
variables, we used a Bayesian phylogenetic method implemented in the
software BayesTraits21. For eight word-order features we compared
correlated and uncorrelated evolutionary models. Thus, for each pair
of features, we calculated the likelihood that the observed states of the
characters were the result of the two features evolving independently,
and compared this to the likelihood that the observed states were the
result of coupled evolutionary change. This likelihood calculation was

1Max Planck Institute for Psycholinguistics, Post Office Box 310, 6500 AH Nijmegen, The Netherlands. 2Donders Institute for Brain, Cognition and Behaviour, Radboud University Nijmegen, Kapittelweg 29,
6525 EN Nijmegen, The Netherlands. 3Department of Psychology, University of Auckland, Auckland 1142, New Zealand. 4Computational Evolution Group, University of Auckland, Auckland 1142, New
Zealand.

0 0 M O N T H 2 0 1 1 | V O L 0 0 0 | N A T U R E | 1

Macmillan Publishers Limited. All rights reserved©2011

301 language sample,  
4 families 16



Dependent model

Pagel, Mark. 1994. “Detecting Correlated Evolution on Phylogenies: A General Method for the Comparative Analysis of Discrete 
Characters.” Proceedings of the Royal Society of London B: Biological Sciences 255(1342): 37–45.

Prep,OV

Post,VO

Prep,VO Post, OV
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Independent model

Pagel, Mark. 1994. “Detecting Correlated Evolution on Phylogenies: A General Method for the Comparative Analysis of Discrete 
Characters.” Proceedings of the Royal Society of London B: Biological Sciences 255(1342): 37–45.

Prep

OV

Post

VO
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Correlated evolution
• A functional dependency
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Uncorrelated evolution
• independent features
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Some patterns are the result 
of dependent processes... ... and some of 

independent processes



Semantic typology
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Lexical typology “characteristic ways in 
which language [...] packages semantic 
material into words” (Lehrer 1992:249)

Semantic typology “the systematic cross-linguistic 
study of how languages express meaning by way of 
signs” (Evans 2010: 504)

Semantics beyond the word

25



Lexical, Grammatical and Prosodic sign

• Big questions in semantics, systems rather than individual terms, 
e.g. 

• Which subsystems encode which kinds of meanings? 

• Our ideas are most developed for morphological inflection (many 
publications on different, and new, grammatical categories) 

• Most poorly developed is prosody (What kind of meanings can 
be expressed by intonations? What are the cross-linguistic 
patterns?) 

• Some areas of the lexicon are explored (kinship, colour, 
ethnobiology), other areas neglected (facial types), other areas 
just beginning (smell, temperature)

26



Cross-linguistic comparison of meaning

• Relativist position stresses “incommensurability of different 
conceptual traditions, and the unsatisfactory nature of 
translation across languages” 

• “a meaning of a sign is its place in the system” 

• The problem of representing meaning 

• logic-based metalanguage (e.g. studies of quantifiers) 

• diagrams (cognitive semantics) 

• non-linguistics reference (colour chips, species identifiers)

27



Cross-linguistic comparison of meaning

Etic vs. Emic

... seeks to set out all 
logically distinguishable 
possibilities regardless of 
whether individual 
languages group them 
together

... seeks to characterise 
what is common to all 
members of a category 
from the perspective of 
another language 

Think “phonetic” vs. “phonemic”

28



Etic Grid

Comp. by: PG0844 Stage : Proof ChapterID: 0001154348 Date:8/3/10
Time:19:58:35 Filepath:d:/womat-filecopy/0001154348.3D

other (antonymy, synonymy, etc.)? Should meanings be represented by a logic-
based metalanguage (as in studies of quantifier meanings), by diagrams (as in
cognitive semantic approaches), by abstract features, by natural language para-
phrases (section 2.2), or by external standards (e.g. Munsell colour chip codes,
biological species names)? Semanticists remain deeply divided on these issues, and
there is no integrated representational system for all types of meaning. In practice,
cross-linguistic comparisons draw on all these methods, according to the investi-
gator and the semantic domain, so that semantic typology seems fated to repre-
sentational eclecticism for some time to come.

A further key issue in semantic typology concerns the relative value of etic and
emic characterizations in formulating meaning.4 An etic characterization sets out
all logically distinguishable possibilities regardless of whether or not individual
languages group them together, while an emic one seeks to characterize what is
common to all members of a category from within the perspective of a particular
language. Consider sibling terms. It is possible to factorize the ‘etic grid’ of logically
possible sibling types into three dimensions—relative age (older vs. younger), sex
of referent (male or female), and sex of ‘anchor’, normally the speaker (again, male
or female)5—and then to treat the meanings of sibling terms in any language as
clusters of points in this eight-value grid. According to which of the eight points
receives the same term, we can then typologize systems of sibling terms into 4,140

4 A parallel is sometimes formulated between intensional and emic, and extensional and etic,
approaches. However, since sometimes both etic and emic formulations may be intensions (e.g. ‘man’s
younger brother; woman’s younger sister’ vs. ‘younger same-sex sibling’, where the ‘extension’ would
strictly speaking be the actual individuals being referred to), I will stick to the terms ‘etic’ and ‘emic’
here.

5 In order to make this comparison, several analytic decisions were necessary; for example, not to
include half-siblings, step-siblings ets., or types of cousin denoted by sibling terms in some languages,
and not to pay attention to subdivisions between, for example, ‘elder brother’ and ‘eldest brother’.

  referent   referent  
  speaker  speaker   speaker  speaker  

(elder) 1 3 5 7 
(younger) 2 4 6 8 

Maximal 

(elder) 
(younger) 

brother sister English 

(elder) kakak 
(younger) adik 

Indonesian 

(elder) ani 
(younger) ane 

Japanese ototo 
imoto 

Figure 23.1. Some possible sibling term systems

semantic typology 509

OUP UNCORRECTED PROOF – FIRST PROOF, 8/3/2010, SPi

Compare how the logically possible types are divided up in different languages

29



Beyond the etic grid

Comp. by: PG0844 Stage : Proof ChapterID: 0001154348 Date:8/3/10
Time:19:58:36 Filepath:d:/womat-filecopy/0001154348.3D

logical types (Nerlove and Romney 1967), of which several are illustrated in Figure
23.1. The data gathered in this way can be displayed and analysed solely with
reference to a language-neutral etic grid. (An important point here is that some
etic dimensions will only be forced upon the typologist once the sample reaches a
certain size. With just Indonesian, Japanese, and European languages, the ‘sex of
speaker’ dimension is unnecessary, but it is required once other languages are
brought in, as we will see shortly.). By just focusing on this etic grid, Nerlove and
Romney were able to achieve major findings, most importantly that only a very
small fraction of the logically possible subtypes were attested across languages.
Only fourteen of the 4,140 logically possible types appeared in more than one
language of their 245-language sample.

But a disadvantage of concentrating on the etic is that it overlooks obvious
elegances of characterization that appear once one gives emic formulations. Con-
sider the Kayardild sibling system, which can be shown as in Figure 23.2. Focusing
on kularrind, an etic characterization can merely note that it occurs in four cells, as
shown. But this overlooks the more elegant characterization that can be given
emically, namely, that it means ‘opposite sex sibling’ (i.e. brother of a female or
sister of a male). Moreover, when we look more broadly at the Kayardild kinship
system, we note that many further terminological choices depend on a distinction
between same-sex and opposite-sex siblings at some point in the chain of relation-
ship. The same-sex siblings of one’s parents (‘father’s brother’, ‘mother’s sister’) are
conflated terminologically with one’s parents: kanthathu includes ‘father’ and
‘father’s brother’; ngamathu includes ‘mother’ and ‘mother’s sister’. And descend-
ing-generation terms are different according to the sex of the pivot: ‘man’s son’ and
‘woman’s brother’s son’ are kambinda, while ‘woman’s son’ and ‘man’s sister’s son’
are kardu. These and other facts pivot on the importance of the emically defined
opposite-sex sibling concept, and suggest that typologies of kin-term systems will
find correlations between choices in the sibling-term set and elsewhere in the
system (parents/uncles/aunts, descending-generation terms), allowing implica-
tional statements to generalize over sets of lexical items.

Despite these advantages to emic approaches, etically based comparisons remain
more tractable andwidely used in semantic typology, primarily because of theway they
disaggregate the sets of real-world designata that the sign systems of different languages

  referent    referent  
 speaker   speaker   speaker  speaker 

(elder) kularrind kularrind
(younger) duujind kularrind kularrind duujind 

thabuju yakukathu 

Figure 23.2. The Kayardild sibling system

510 nicholas evans

OUP UNCORRECTED PROOF – FIRST PROOF, 8/3/2010, SPi

Kayardild sibling terms (etic)

Determine the language-internal (emic) logic of the system
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Granularity

isl: rist

fao: fótur

swe: fot

fry: foet
eng: leg

nld: been

vls: been

ltz: Been

eng: foot

nld: voet

vls: voet

ltz: Fouss

deu: Obershenkel

gsw: obèrschènku

dan: lår

nor: lår

deu: Untershenkel

gsw: ungèrschènku

dan: læg

nor: legg

deu: Fuß

gsw: fuèss

dan: fod

nor: fot

isl: kálfi

fao: tjúkki

swe: vad
isl: sköflungur

fao: skinnabein

swe: smalben

isl: læri

fao: lær

swe: lår

31



Grouping and dissection

English hand finger foot toe

Russian ruka palets noga palets

32



Phylogenetics  
+ Semantics

Putting it all together

33



isl: rist

fao: fótur

swe: fot

fry: foet
eng: leg

nld: been

vls: been

ltz: Been

eng: foot

nld: voet

vls: voet

ltz: Fouss

deu: Obershenkel

gsw: obèrschènku

dan: lår

nor: lår

deu: Untershenkel

gsw: ungèrschènku

dan: læg

nor: legg

deu: Fuß

gsw: fuèss

dan: fod

nor: fot

isl: kálfi

fao: tjúkki

swe: vad
isl: sköflungur

fao: skinnabein

swe: smalben

isl: læri

fao: lær

swe: lår

1 2 3 4

34



dan

nld

eng

fao

vls

fry

deu

isl

ltz

nor

gsw

swe

●
●
●
●

Lower limb
One term
two terms
three terms
four terms

35



dan

eng

fao

fry

gsw

isl

ltz

nld

nor

deu

swe

vls

●
●
●
●

Lower limb
One term
two terms
three terms
four terms 36



What determines this diversity?  
A mixture of inheritance and contact
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Emic variation 
Etic comparison

• How can we compare how two (many) languages 
segment a semantic domain? 

• Qualitatively 

• Quantitatively 

- so we can attempt to disentangle which factors 
determine the of patterns variation
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https://commons.wikimedia.org/wiki/File:HBGM.jpg
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https://commons.wikimedia.org/wiki/File:HBGM.jpg
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https://commons.wikimedia.org/wiki/File:HBGM.jpg

English 
‘leg’?

yes

yes

no

da

da

da

Russian 
‘noga’?

41



Do these two parts have the 
same label?

English Russian
yes yes 1

0

0

33%

same?

no yes

no yes

• ‘Pairwise similarity’ 
• Compares lexical 

classification without paying 
attention to lexical form 
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Distances

• Pairwise similarity → A semantic distance measure 
per domain 

Two other kinds of distance: 

• Geographic distance 

• Phylogenetic distance
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Data

• For each of 50 Indo-European languages… 

• for each of four semantic domains… 

• for each of 20 participants… 

• elicit names of each stimulus item (~80 per 
domain)

http://eoss.nl
47
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Contact vs. Inheritance
• Test for  

- correlation between semantic distance and 
phylogenetic distance 

- correlation between semantic distance and 
geographic distance  

• Correct for the dependency between phylogenetic 
and geographic distance
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[ unpublished data removed ]



Conclusions
• Semantic systems are tractable for diversity studies 

• Biology and ecology have tools that can address 
the questions we are interested in 

• It is possible to make predictive models of 
semantic variation 

• Some semantic domains are more susceptible to 
contact effects, others track genealogy
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