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How Important is Language Support?



Statistical Parsing
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(1) create a treebank

(2) train
Parser

همهٔ افراد بشر آزاد به دنیا

(3) parse



Languages without Treebanks

Can we make use of existing resources?
• in related languages
• in resource-rich languages

Cross-Lingual Methods
• model transfer (delexicalized models, target adaptation)
• data transfer (translations and annotation projection)



Cross-Lingual Methods I
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Extensions:

• multi-source transfer
• cross-lingual word clusters
• word embeddings
• target language adaptation



Delexicalized Parsing Across Languages

 ���������������� target (test) language �����������!
LAS CS DE EN ES FI FR GA HU IT SV

CS 48.90 43.78 43.82 42.18 40.70 30.28 32.18 43.93 40.09
DE 47.27 47.80 53.63 33.45 51.60 37.63 39.41 53.63 46.14
EN 44.27 54.27 60.94 38.52 60.53 39.31 34.06 61.88 50.76
ES 48.40 52.59 50.10 32.80 65.40 43.84 34.46 69.54 46.79
FI 43.75 38.31 40.36 30.14 28.54 20.15 37.39 27.49 37.97
FR 43.63 53.04 52.55 66.42 31.44 41.82 34.53 69.62 44.98
GA 23.23 32.10 28.52 45.61 16.19 43.69 18.24 50.21 27.41
HU 31.83 38.42 29.77 31.17 36.68 30.94 17.59 30.42 25.86
IT 47.38 49.68 47.65 64.96 33.03 64.87 43.42 34.39 45.65
SV 41.20 50.48 47.16 51.93 36.46 51.07 37.76 40.48 55.65

Table 3: Delexicalized models tested with gold PoS labels across languages.

� LAS CS DE EN ES FI FR GA HU IT SV
CS -9.30 -7.73 -10.27 -7.17 -8.53 -8.85 -4.36 -10.59 -4.05
DE -6.69 -6.22 -7.28 -6.62 -5.18 -7.77 -8.22 -5.26 -5.09
EN -3.94 -5.93 -8.42 -5.37 -6.27 -6.99 -2.87 -7.96 -4.87
ES -3.99 -7.05 -5.46 -4.58 -5.59 -7.28 -4.63 -4.86 -2.31
FI -2.47 -7.72 -3.94 -3.80 -1.70 -5.39 -5.68 -1.59 -2.28
FR -4.24 -7.62 -5.24 -7.68 -4.95 -9.50 -4.73 -7.61 -3.51
GA -2.15 -2.38 -1.42 -6.91 -2.25 -3.57 -3.12 -7.13 -3.01
HU -2.81 -5.29 -3.14 -2.50 -5.63 -1.64 -2.41 -2.05 -1.62
IT -8.81 -7.15 -6.19 -6.98 -5.33 -5.84 -8.61 -8.08 -3.98
SV -2.64 -10.18 -6.13 -14.78 -3.12 -13.11 -10.83 -6.68 -14.09

Table 4: LAS differences of delexicalized models tested with predicted PoS labels across languages
compared to gold PoS labels (shown in Table 3).

however, to be applied to other languages with the
same universal features they are trained on. Fig-
ure 1 illustrates the general idea behind delexical-
ized parsing across languages and Table 3 lists the
LAS’s of applying our models across languages
with the UD data set.
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Figure 1: Delexicalized models applied across lan-
guages.

The results show that delexicalized models are
quite robust across languages, at least for closely
related languages like Spanish and Italian, but also
for some languages from different language sub-
families such as English and French. The situation
is, of course, much worse for distant languages
and small training data sets such as Irish models
applied to Finnish or Hungarian. Those models are

essentially useless. Nevertheless, we can see the
positive effect of universal annotation and harmo-
nized annotation guidelines.

However, as argued earlier, we need to evaluate
the performance of such models in real-world sce-
narios which require automatic annotation of PoS
labels. Therefore, we used the same tagger models
from the previous section to annotate the test sets
in each language and parsed those data sets with
our delexicalized models across languages. The
LAS difference to the gold standard evaluation are
listed in Table 4.

With these experiments, we can basically con-
firm the findings on monolingual parsing, namely
that the performance drops significantly with pre-
dicted PoS labels. However, there is quite a varia-
tion among the language pairs. Models that have
been quite bad to start with are in general less ef-
fected by the noise of the tagger. LAS reductions
up to 14 points are certainly very serious and most
models go down to way below 50% LAS. Note that
we still rely on PoS taggers that are actually trained
on manually verified data sets with over 90% accu-
racy which we cannot necessarily assume to find
for low resource languages.

In the next section, we will look at annotation
projection as another alternative for cross-lingual

• http://universaldependencies.org

• LAS = labeled attachment scores



Cross-Lingual Methods II
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Annotation Projection Results

delexicalizeddelexicalized annotation projectionannotation projection
PoS gold predicted gold predicted
cs 43,82 33,55 49,17 46,83
de 53,63 46,35 63,49 61,31
en 60,94 52,52 65,07 62,62
es 75,47 69,03 84,05 80,16
fi 30,14 26,03 42,37 40,96
fr 66,42 58,74 69,33 66,18
hu 31,17 28,67 48,97 47,36
it 64,96 57,98 65,76 63,31
sv 51,93 37,15 59,06 57,43

Example: Spanish as target language



Cross-Lingual Methods III
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Treebank Translation Results

Example: Spanish as target language

annotation projectionannotation projection treebank translationtreebank translation
PoS gold predicted gold predicted
cs 49,17 46,83 49,81 48,07
de 63,49 61,31 64,88 62,34
en 65,07 62,62 67,20 64,48
es 84,05 80,16 84,05 80,16
fi 42,37 40,96 36,11 34,45
fr 69,33 66,18 71,15 67,70
hu 48,97 47,36 43,16 41,07
it 65,76 63,31 68,74 66,10
sv 59,06 57,43 59,80 57,41



Does it all make sense?

What’s about real-world scenarios ...



Test-Case One: Maltese

Maltese
• ca 450,000 speakers
• official language of the EU
• influence from Arabic, Italian, English

Resources and tools
• lexical database with morphological information
• national corpus with automatic PoS annotation (Malti 3.0)
• PoS tagger (ca 97% accuracy)
• UD treebank in development (371 sentences)
• parallel data from the EU!



Cross-Lingual Dependency Parsing
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Test-Case Two: Ingush

Nakh-Daghestanian language with ca 300,000 speakers
• no tagger
• no parser
• no parallel data

Linguistic field work
• transcribed interviews
• interlinear annotation
• English glosses and translations

null anaphora. Null arguments result from sharing (in some converb clauses and all infinitive and relative
clauses), and unspecified reference; though not a pro-drop language there are many null arguments. The
language is further described in (Nichols, 2011).

An active program to record the speech of the oldest generations of Ingush began in the mid 1990s and
reached speed in 2002, with 50-100 hours of recorded speech added annually. Recordings are mostly
made in the homes of speakers. There are also some legacy recordings made in the late 1980s and early
1990s. A number of the recorded speakers were born in the very early 20th century and at least one in
the very late 19th century. Quality varies: legacy materials were made on inexpensive household cassette
recorders; more recent recordings are often made on mobile telephones. There are also about 100 hours
of video recordings.

The corpus for this project is the transcribed portion of those recordings, plus a number of transcribed
published folklore and literature works which have no audio or have a recorded reading of the pub-
lished text. The transcription is an all-lower-ASCII Latin system, slightly more abstract than phonemic.
It is not ismorphic to the Cyrillic orthography, which is mostly phonemic for consonants but greatly
underdifferentiates the vowels. Annotation is standard single-line interlinears with lexical gloss and
morpheme/category identifications, plus a smooth translation.

Most of the annotated data was created with dedicated tools developed for the Berkeley Interlinear Text
Corpus, BITC. They are designed for group collaborations and support semi-automatic interlinearization
by building a lexicon of interlinears on the fly, which enables systematic annotations of large quantities
of data. The system also provides powerful search capacities making it very useful as a dictionary. These
tools and data sets have contributed greatly to the efficiency of grammatical analysis and grammar writing
and in this work, we investigate their use in automatic language processing.

3 Data Preparation

As described above, the Berkeley Ingush Corpus includes a well organised collection of transcribed ut-
terances together with interlinear glosses and translations into fluent English. Figure 1 shows an example
taken from the corpus.

Ingush: Cwaqqa hama dwajihwaajaacar, jihwaajarii?
Tokenized: cwaqqa hama dwajihwaajaacar jihwaajarii

Interlinear glosses: any thing DX-J.take away.PNW.NEG J.take away.PNW=Q
English: Nothing had been taken away, right?

Figure 1: An example record from the Berkeley Ingush Corpus.

In this way, the data forms a manually curated parallel corpus with three dimensions that are all useful
for our purposes. The interlinear glosses are the actual annotation that we try to produce from transcribed
Ingush input and the English translations become interesting for transfer models we will discuss further
down.

One of the main problems is that manually annotated data sets from many years of linguistic field
work contain inconsistencies, which is unavoidable even with extensive efforts on normalizing their
contents. This records include incomplete annotation and analyses, which we have to take care of when
preparing data sets for training automatic tools that rely on the correctness of the examples. Therefore,
we implemented a tool that extracts and converts data sets into a format that we can feed into our training
procedures.

The first step is to convert the character encoding from mainly MacRoman to Unicode UTF8. The
second step includes various heuristics to normalize the data and to exclude unreliable records. The
following list summarizes the processing steps we have taken:

• Remove comments and separate alternative translations: Some records include alternatives for the
translations into English. They are sometimes included in square brackets but most of the time
they are separated by multiple space characters. Square brackets otherwise contain comments and



Step 1: Build an Interlinear Tagger

including xx without xx
reference predicted P R P R token
xx.NW.D.NEG xx.NW.D.NEG 100 100 100 100 xeattaadaac
DEM.PL.OBL DEM.OBL 100 67 100 67 cy
xx.PL.DAT xx.PL.DAT 100 100 100 100 bierazhta
D.PST=PTC D.xx.PST=CUM 50 67 67 67 dar=q
DX-xx-J.xx.NW.J.NEG DX-xx.AUX.NEG.PRS 25 20 25 25.00 dwachyjeannajaac
D.PST=PTC D.xx.PST=CUM 50 67 67 67 dar=q
xx:NEG.PRS xx.PRS.NEG 33 50 50 50 xaac
xx-J.xx.CVtemp xx-D.xx.CVtemp 67 67 50 50 chyjiecha
J.xx.NEG.WP J.AUX.NEG.WP 75 75 75 100 jaxandzar

Table 3: Examples of predicted interlinear glosses (precision (P) and recall (R) scores in %).

and the total number of morpheme descriptions included in the reference set. Precision is the ratio of the
same number of correctly tagged morpheme descriptions divided by the number of proposed morpheme
descriptions in the automatically tagged data.

As we can see in the Table 2, the tagger reaches quite reasonable performances in terms of precision
and recall. The scores go down for more complex tags as we can see when leaving out the placeholder
tags for lexical information (xx). Table 3 shows some examples of predicted interlinearts and their
references from the test set. The examples show that the model is capable of predicting quite complex
descriptions. In many cases, the errors are rather minor and in many cases acceptable or just an artifact
of the manual annotation.

ambiguous
(scores in %) unambiguous (train) (test+train) unknown
precision 95.06 83.64 49.19 72.13
recall 95.44 83.50 49.72 66.27
accuracy 90.38 70.74 4.24 34.39

Table 4: Tagger performance for ambiguous and unknown words. 1207 unambiguous cases, 1209 un-
known words, 3457 ambiguous cases (train) and 165 tokens that are unambiguous in training but have a
different tag in the test data (test+train).

An important question is how well the system handles ambiguous and unknown words. The latter is
important, in particular, to show the ability of classifying unseen items that may appear in new material
that is collected. Table 4 lists the scores for different categories with respect to tagging ambiguity and
overlap with the training data. Not surprisingly, words that are unambiguous obtain high scores in all
metrics. Still, some of the words are mistagged, which is due to the contextual dependencies in the
CRF model. Even though glosses are very much standardized, more than half of the test tokens refer to
ambiguously analyzed words. There are two categories of ambiguous words, the ones that have multiple
interlinears in the training data and the ones that are unambiguous (but probably very infrequent) in
training but have a different interlinear in the test set compared to the one in training. Naturally, the latter
is particularly difficult for the tagger to handle correctly as the only information available in training is
without variation whereas the model is expected to produce a different result at test time. The problem
can especially be seen in the accuracy score. Fortunately, this is a very infrequent case. Finally, we have
unknown words and we can say that the model is well capable of analyzing those words with reasonable
precision. Looking at the data size and the complexity of the task this is a very encouraging result.

Looking at the result above, one also wonders if the performance can still be improved. Especially the
errors among unambiguous words are unsatisfactory and a simple solution would be to force the labels
to follow the markup from the training data. In our final tagging experiments we, therefore, studied the
impact of these entries on the overall results. Table 4 summarizes the outcome of those tests.
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same number of correctly tagged morpheme descriptions divided by the number of proposed morpheme
descriptions in the automatically tagged data.
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and recall. The scores go down for more complex tags as we can see when leaving out the placeholder
tags for lexical information (xx). Table 3 shows some examples of predicted interlinearts and their
references from the test set. The examples show that the model is capable of predicting quite complex
descriptions. In many cases, the errors are rather minor and in many cases acceptable or just an artifact
of the manual annotation.
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precision 95.06 83.64 49.19 72.13
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Table 4: Tagger performance for ambiguous and unknown words. 1207 unambiguous cases, 1209 un-
known words, 3457 ambiguous cases (train) and 165 tokens that are unambiguous in training but have a
different tag in the test data (test+train).

An important question is how well the system handles ambiguous and unknown words. The latter is
important, in particular, to show the ability of classifying unseen items that may appear in new material
that is collected. Table 4 lists the scores for different categories with respect to tagging ambiguity and
overlap with the training data. Not surprisingly, words that are unambiguous obtain high scores in all
metrics. Still, some of the words are mistagged, which is due to the contextual dependencies in the
CRF model. Even though glosses are very much standardized, more than half of the test tokens refer to
ambiguously analyzed words. There are two categories of ambiguous words, the ones that have multiple
interlinears in the training data and the ones that are unambiguous (but probably very infrequent) in
training but have a different interlinear in the test set compared to the one in training. Naturally, the latter
is particularly difficult for the tagger to handle correctly as the only information available in training is
without variation whereas the model is expected to produce a different result at test time. The problem
can especially be seen in the accuracy score. Fortunately, this is a very infrequent case. Finally, we have
unknown words and we can say that the model is well capable of analyzing those words with reasonable
precision. Looking at the data size and the complexity of the task this is a very encouraging result.

Looking at the result above, one also wonders if the performance can still be improved. Especially the
errors among unambiguous words are unsatisfactory and a simple solution would be to force the labels
to follow the markup from the training data. In our final tagging experiments we, therefore, studied the
impact of these entries on the overall results. Table 4 summarizes the outcome of those tests.

delexicalized



Step 2: Gloss Alignment and Transfer

DET NOUN PART NOUN VERB ADP PRON PUNCT
the dog ’s master yelled at it .

daaz shii zhwalii chouxadyr
master 3sg dog yell/scare

xx.ERG sgRFL.GEN xx xx-D.AUX.WP

NOUN PRON NOUN VERB
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And the Results are …

?



Conclusions

Cross-lingual parsing
• transfer / multilingual models are weak
• annotation projection is more robust
• treebank translation is possible

Tools for low-resource languages
• bootstrap data via annotation projection
• creative use of linguistic field work

Useful in applications and research?



Questions?



Multi-Source System Combinations 

Tiedemann & Agi

´

c

de en es fr sv

de – 46.04–10.45 48.61–8.91 50.36–9.63 52.73–9.95

en 51.89–6.81 – 59.37–1.88 62.37–1.95 60.43–3.54

es 44.59–8.78 47.81–3.08 – 59.81–5.43 52.12–6.66

fr 49.72–7.46 49.04–5.90 61.30–3.02 – 51.10–7.12

sv 47.94–9.69 44.23–5.94 55.02–4.34 52.79–8.10 –

Table 12: Results for cross-lingual parsing with predicted PoS labels coming from taggers
trained on projected treebanks. The di↵erence to the results with predicted labels
from Table 10 are shown in superscript.

10 LAS points in most cases similar to what we see in the treebank translation approach.
We omit the results as they do not add any new information to our discussion.

Finally, we also need to check whether system combinations and multi-source models
help to improve the quality of cross-lingual parsers with predicted PoS labels. For this,
we use the same strategy as in section 3.7 and concatenate the various data files to train
parser models that combine all models and language pairs. In other words, we use the same
models trained in section 3.7 but evaluate them on test sets that are automatically tagged
with PoS labels. Again, we use two settings: 1) We apply PoS taggers trained on manually
verified data sets—the monolingual target language treebanks, and 2) we use PoS taggers
trained on projected and translated treebanks. For the latter we have now all data sets
at our disposal and, therefore, expect a better PoS model as well. Table 13 lists the final
results in comparison to the ones obtained with gold standard annotation.

de en es fr sv

monolingual baseline with gold PoS 78.38 91.46 82.30 82.30 84.52
delexicalized monolingual with gold PoS 70.84 82.44 71.45 73.71 74.55

best delexicalized cross-lingual with gold PoS 52.53 48.24 62.66 62.39 59.42
best cross-lingual model with gold PoS 67.60 61.56 69.36 72.78 73.40

monolingual PoS tagger accuracy 95.24 97.56 95.37 95.08 95.86
combined projected PoS tagger accuracy 88.47 88.24 88.06 89.83 88.07

monolingual baseline with predicted PoS 73.03 88.38 76.59 76.79 77.83
delexicalized monolingual with predicted PoS 64.25 72.81 60.49 64.06 65.77

best delexicalized cross-lingual with predicted PoS 48.36 43.87 52.94 52.47 49.84
combined cross-lingual with predicted PoS 63.14 55.16 64.99 67.91 67.93

combined cross-lingual with projected PoS model 57.84 51.66 61.40 63.86 61.58

Table 13: A comparison between models evaluated with gold standard PoS annotation (four
top-level systems) and models tested against automatically tagged data.

First of all, we can see that our best cross-lingual models outperform delexicalized
cross-lingual models by a large margin. They come very close to delexicalized models trained

238

(labeled attachment scores)



How Much Data Do We Need?
Tiedemann & Agi
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Figure 13: The impact of training data: Di↵erent sizes of projected data for training cross-
lingual parsing models.

4. Comparison to Related Work

In this section—having thoroughly analyzed synthetic treebanking—we revert to a top-level
discussion of cross-lingual parsing. In it, we contrast our approach to several selected
alternatives from related work, and we sketch their properties from the viewpoint of enabling
dependency parsing for truly under-resourced languages. We proceed by outlining the
comparison.

We have already compared the various synthetic treebanking approaches to one another
and to the delexicalized transfer baseline of McDonald et al. (2013) in section 3. Here, we
aim at introducing a number of top-performing representatives of the methods discussed in
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The Impact of PoS Tagging Performance

Similar to the previous approaches, we now test
our models with predicted PoS labels. The left part
in Table 9 lists the LAS differences when replacing
gold annotation with automatic tags. Similar to
the annotation projection approach, we can observe
drops of around 2 LAS with up to over 4 LAS in
some cases. This shows again, that the lexicalized
models are much more robust than delexicalized
ones and should be preferred when applied in real-
world applications.

CS DE EN ES FI FR HU IT SV
CS 72.17 68.80 73.81 80.28 73.72 72.02 77.36 83.27
DE 82.97 77.80 82.65 73.28 84.05 77.23 86.20 81.54
EN 78.84 83.69 83.88 77.21 84.60 74.15 87.04 84.66
ES 82.17 82.56 78.36 76.47 90.66 71.95 92.31 83.00
FI 78.25 67.09 66.70 60.67 61.05 70.80 60.06 72.11
FR 82.02 82.76 78.46 89.23 77.76 75.27 93.52 83.00
HU 71.74 67.62 63.44 65.98 69.35 66.20 68.20 67.97
IT 83.06 81.57 78.50 89.81 76.49 91.80 75.65 83.13
SV 84.62 78.53 75.98 83.97 76.80 83.66 68.74 84.20

Table 10: Coarse PoS tagger accuracy on test sets
from the universal dependencies data set with mod-
els trained on translated treebanks.

Finally, we also look at tagger models trained on
projected treebanks as well (see Table 10). The
parsing results on data sets that have been annotated
with those taggers are shown on the right-hand side
in Table 9. Not surprisingly, we observe significant
drops again in LAS and, similar to annotation pro-
jection, all models are seriously damaged by the
noisy annotation. Nevertheless, the difference is
relatively smaller in most cases when compared to
the annotation projection approach. This points to
the advantage of treebank translation that makes
annotation projection more straightforward due to
the tendency of producing rather literal translations
that are more straightforward to align than human
translations. Surprising is especially the perfor-
mance of the cross-lingual models from German,
English and Italian to Swedish which perform bet-
ter with projected PoS taggers than with monolin-
gually trained ones. This is certainly unexpected
and deserves some additional analyses. Overall,
the results are still very mixed and further studies
are necessary to investigate the projection quality
depending on the cross-lingual parsing approach in
more detail.

7 Discussion

Our results illustrate the strong impact of PoS la-
bel accuracy on dependency parsing. Our projec-
tion techniques are indeed very simple and naive.

The performance of the taggers drops significantly
when training models on small and noisy data
sets such as the projected and translated treebanks.
There are techniques that improve cross-lingual
PoS tagging using a combination of projection
and unsupervised learning (Das and Petrov, 2011).
These techniques certainly lead to better parsing
performance as shown by McDonald et al. (2011b).
Another alternative would be to use the recently
proposed models for joint word alignment and an-
notation projection (Östling, 2015). A thorough
comparison with those techniques is beyond the
scope of this paper but would also not contribute to
the point we would like to make here. Furthermore,
looking at the actual scores that we achieve with
our directly projected models (see Tables 7 and 10),
we can see that the PoS models seem to perform
reasonably well with many of them close or above
80% accuracy, which is on par with the advanced
models presented by Das and Petrov (2011).

In any case, the main conclusion from our ex-
periments is that reliable PoS tagging is essential
for the purpose of dependency parsing especially
across languages. To further stress this outcome,
we can look at the correlation between PoS tagging
accuracy and labeled attachment scores. Figure 5
plots the scores we obtain with our naive direct pro-
jection techniques. The graph clearly shows a very
strong correlation between both evaluation metrics
on our data sets.
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Figure 5: Correlation between PoS tagger accuracy
and cross-lingual parsing performance.

Another interesting question is whether the abso-
lute drops we observe in labeled attachment scores
are also directly related to the PoS tagging perfor-
mance. For this, we plot the difference between
LAS on test sets with gold PoS labels and test sets
with predicted labels in comparison to the PoS tag-
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Figure 12: Correlation between BLEU scores and cross-lingual parsing accuracy (using
Pearson’s correlation coe�cient).

3.7 System Combination and Multi-Source Models

So far, we were interested in transferring syntactic information from one source language
to the target language using one specific model for cross-lingual parsing. However, the
approaches above can easily be combined as they all focus on the creation of synthetic
training data. There are at least two possibilities that can be explored.

1. We can combine data from several source languages to increase the amount of training
data and to obtain evidence from various languages projected to the target language.

2. Several models can be combined to benefit from the various strengths of each model
that may work as complementary information.

In this paper, we opt for a very simple approach to test these ideas. Here we concatenate
data sets to augment our training data and train standard parsing models as usual. First, we
will look at multi-source models within each paradigm. Table 8 lists the labeled attachment
scores that we obtain when combining all data sets for all source languages to train target
language parsers on the projected annotations.

From the table, we can see that we are able to achieve significant improvements for
all languages and models except for Spanish. Furthermore, for English and for French we
obtain the overall best result presented in this paper for the combined syntax-based SMT
projections. In our final system combination, we now merge all data sets for all languages
and models. The results of the parsers trained on these combined data sets are shown in
Table 9.

4. These results are multi-source and multi-model system combinations provided by Tiedemann (2015).
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