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Background

▶ Acoustic assessment of speech pathologies
▶ Automatic black-box classification vs. laborious manual

analysis



The beginnings

▶ Rule-based evaluation of manual acoustic measurements
▶ Focus on one acoustic parameter at a time



Example: Speech Examination (Keller et al. 1991)



Example: Speech Examination (Keller et al. 1991)



Example: Speech Examination (Keller et al. 1991)
Ricardo Bion’s semi-automatization of SE as a Praat plugin (2006):



Example: Diadochokinetic task



The present: clinical assessment
Multi-Dimensional Voice Program



The present – outside of traditional speech pathology
research

▶ Fully automatic acoustic assessment:
1. Automatic auditory feature extraction, e.g. openSMILE
2. Features used as input to machine learning system, e.g. WEKA
3. After supervised learning, the system is able to generalize and

classify new data.



Problem

The number of extracted features is very high — which makes it
hard to draw conclusions about relevant factors.



Goal

Identify most relevant parameter combinations and correlations.



Method

Extensive feature extraction and subsequent dimensionality
reduction.



Typical options for dimensionality reduction

▶ Principal Components Analysis
▶ Feature-Vector Cluster Analysis
▶ Various kinds of neural networks
▶ Self-Organized Maps
▶ Support Vector Machines
▶ …
▶ Functional Data Analysis



Or variations on old themes:

▶ Try out (ordered logistic) regressions on heuristically selected
feature subsets

▶ Look systematically for interactions between parameters



Related research

E.g. Asgari and colleagues found that reading tasks provide more
relevant data than more constrained tasks and that covariance
features tend to carry more crucial information than single
measurement parameters.

But their models still contain hundreds of parameters.



Automatic auditory feature extraction: openSMILE

▶ Extracts low-level audio features and their statistics
(functionals)

▶ Typically used to produce input to some machine learning
system for classification



Example parameters

▶ Low-level audio features:
▶ spectra
▶ intensity
▶ fundamental frequency
▶ voicing probability
▶ jitter, shimmer
▶ …

▶ “Functionals”:
▶ extreme values
▶ means
▶ moments
▶ durations
▶ …



Example openSMILE feature sets

▶ Interspeech 2009 Emotion Challenge:
384 features derived from 16 low-level descriptors

▶ Interspeech 2010 Paralinguistic Challenge:
1428 features derived from 34 low-level descriptors (and their
delta coefficients) plus 152 f0-based features and two duration
measures



Parameters…



Correlations…



Analysis of feature values

Derived features, capturing dynamics of measurements (changes in
spectral parameters, f0 and duration) seem particularly promising.



Analysis of feature values

Repeated regression analyses on hand-picked feature subsets:
focus on checking interactions between parameters



Results so far

1. When done in a systematic way, the regression optimization is
extremely time-consuming.

2. Very short recordings do not provide enough data for
successful prediction.

3. Regression models using only eight to ten features predicted
the Nemours assessment score rank order correctly.

4. As for Asgari et al., speech material elicited through
conventional methods like sustained phonation and
diadochokinetic tasks tended to be less useful than more
natural speech.

5. Much of the relevant information seems to be in the
interactions between parameters, not in single parameters
themselves.



Outlook

1. More sophisticated automatic assessment systems for
clinicians

2. Explicit links back from the acoustic to the articulatory
domain


