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3.3 Synchronous Context Free Grammar (SCFG) 

      SMT systems often produce ungrammatical and disfluent translation hypotheses. 

This is mainly because of language models that only look at local contexts (n-gram 

models). Syntax-based approaches to machine translation aim at fixing the problem of 

producing such disfluent outputs. Such syntax-based systems may take advantage of 

Synchronous Context Free Grammars (SCFG): mappings between two context free 

rules that specify how source language phrase structures correspond to target language 

phrase structures. For example, the following basic rule maps noun phrases in the 

source and target languages, and defines the order of the daughter constituents (Noun 

and Adjective) in both languages. 

 

NP::NP [Det ADJ N] Æ [Det N ADJ] 

 

This rule maps English NPs to French NPs, stating that an English NP is constructed 

from daughters Det, ADJ and N, while the French NP is constructed from daughters 

Det, N and ADJ, in this order. Figure 3a demonstrates translation using transfer of such 

derivation trees from English to French using this SCFG rule and lexical rules. 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 3a – translation of the English NP “The  red  house”  into  the  French  NP  

“La  maison  rouge”  using  SCFG 

N Æ house 
ADJ Æ red 
Det Æ the 
NP Æ Det ADJ N 
 

N Æ maison 
ADJ Æ rouge 
Det Æ la 
NP Æ Det N ADJ 
 

la maison rouge 

Det N ADJ 

NP 

the red house 

Det ADJ N 

NP 

VP → PP[+Goal] V  ⇒  VP → V 

expertdriven
(instruktionsbaserat) datadriven

(exampelbaserat)

Data-Driven Machine Translation

Hmm, every time he sees 
“banco”, he either types 
“bank” or “bench”  but if 
he sees “banco de ”,
he always types “bank”, 
never “bench” 

Man, this is so boring.

Translated documents
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Maskinöversättning genom tiderna1.5 SUMMARY 15

Machine Translation and the Roller Coaster of History

in neighbouring disciplines.

As one moves nearer to the present, views of history are less clear and more subjective.
Chapter 10 will describe what we think are the most interesting and important technical
innovations. As regards the practical and commercial application of MT systems. The
systems that were on the market in the late 1970s have had their ups and downs, but for
commercial and marketing reasons, rather than scientific or technical reasons, and a num-
ber of the research projects which were started in the 1970s and 1980s have led to working,
commercially available systems. This should mean that MT is firmly established, both as
an area of legitimate research, and a useful application of technology. But researching and
developing MT systems is a difficult task both technically, and in terms of management,
organization and infrastructure, and it is an expensive task, in terms of time, personnel, and
money. From a technical point of view, there are still fundamental problems to address.
However, all of this is the topic of the remainder of this book.

1.5 Summary

This chapter has given an outline of the rest of the book, and given a potted history of
MT. It has also tried to lay a few ghosts, in the form of misconceptions which haunt the
enterprise. Above all we hope to convince the reader that MT is possible and potentially
useful, despite current limitations.
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(image from Arnold, 2008: “Machine Translation: An Introductory Guide”
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Automatisk översättning är inte lätt ...

• Hos en läkare: Specialist in women and other diseases
• På pubben: Ladies are requested not to have children in the bar
• På hotellet: Please leave your values at the front desk
• På en kinesisk restaurang: Translation server error
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Maskinöversättning som avkodning

When I look at an article in Russian, I say: 
This is really written in English, 
but it has been coded in some strange symbols.
I will now proceed to decode. 

[Weaver, 1947, 1949]

inlärning av den 
okända koden
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Expertdrivna (regelbaserade) modeller

NP

Det ADJ N

the red house

NP

Det N ADJ

la maison rouge

La maison rouge.
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Datadriven maskinöversättning

källspråk målspråk

decoding

SMT modell

översättningsdata

Data-Driven Machine Translation

Hmm, every time he sees 
“banco”, he either types 
“bank” or “bench”  but if 
he sees “banco de ”,
he always types “bank”, 
never “bench” 

Man, this is so boring.

Translated documents

Data-Driven Machine Translation

Hmm, every time he sees 
“banco”, he either types 
“bank” or “bench”  but if 
he sees “banco de ”,
he always types “bank”, 
never “bench” 

Man, this is so boring.

Translated documents

målspråksdata

översättnings-
modell (adequacy)

språk-
modellering

(fluency)
inlärningsalgoritmer

sökalgoritmer

Every time I fire a linguist the 
performance goes up!
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Statistisk maskinöversättning

1947: MT som avkodning (Warren Weaver)
1988: Ordbaserade modeller
1999: Öppna ordlänkningsverktyg (GIZA)
2003: Frasbaserade SMT-modeller
2004: Öppna SMT avkodare (Pharaoh)
2005: Hierarkiska SMT modeller
2006: Google Translate
2007: Moses (komplett och öppen SMT verktygslåda)

… och det var bara början ...
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9More Data
WMT Parallel Training data (million words)

13MW2005 French–English
16MW2005 German–English
15MW2005 Spanish–English

14MW2006 French–English
16MW2006 German–English
15MW2006 Spanish–English

34MW2007 French–English
33MW2007 German–English
33MW2007 Spanish–English

38MW2008 French–English
37MW2008 German–English
37MW2008 Spanish–English

18MW2008 Czech–English

710MW2009 French–English
39MW2009 German–English
43MW2009 Spanish–English

18MW2009 Czech–English

933MW2010 French–English
45MW2010 German–English

239MW2010 Spanish–English
87MW2010 Czech–English

1065MW2011 French–English
51MW2011 German–English

397MW2011 Spanish–English
87MW2011 Czech–English

1087MW2012 French–English
57MW2012 German–English

423MW2012 Spanish–English
228MW2012 Czech–English

1169MW2013 French–English
117MW2013 German–English

470MW2013 Spanish–English
253MW2013 Czech–English

0MW 100MW 200MW 300MW 400MW 500MW 600MW 700MW 800MW 900MW 1000MW 1100MW 1200MW

Philipp Koehn, U Edinburgh Human Translation 18 October 2013

http://opus.lingfil.uu.se
Shared Task in
Machine Translation

WMT miljoner av översatta dokument
> 200 språk och språkvarianter
länkat och klart för att användas

Växande datamängder
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WMT 2016

Var står vi nu?

WMT 2015
(automatisk utvärdering med 
referensöversättning - BLEU)
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Vad hände 2016?

förstå pr
at

a

källspråk målspråk

betydelse

Neural MT

SMT

HIERO
syntax MT

13

Neurala “Encoder-Decoder” Modeller

La croissance économique a relanti ces dernières années .

Economic growth has slowed down in recent years .

[z1, z2, z3,…,zd]

Encode

Decode

(Example from Kyunghyun Cho et. al: “On the Properties of Neural Machine Translation: Encoder–Decoder Approaches”)

kompakt numerisk 
vektor-
representation
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Några detaljer av “Neural MT”

source word embedding

recurrent neural network

recurrent neural network

target word embedding

input words

output words

the input 
sentence 

in one 
vector

https://devblogs.nvidia.com/parallelforall/introduction-neural-machine-translation-gpus-part-2/
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Semantiska vektorrymdsmodeller

Method test BLEU score (ntst14)
Bahdanau et al. [2] 28.45
Baseline System [29] 33.30

Single forward LSTM, beam size 12 26.17
Single reversed LSTM, beam size 12 30.59

Ensemble of 5 reversed LSTMs, beam size 1 33.00
Ensemble of 2 reversed LSTMs, beam size 12 33.27
Ensemble of 5 reversed LSTMs, beam size 2 34.50
Ensemble of 5 reversed LSTMs, beam size 12 34.81

Table 1: The performance of the LSTM on WMT’14 English to French test set (ntst14). Note that
an ensemble of 5 LSTMs with a beam of size 2 is cheaper than of a single LSTM with a beam of
size 12.

Method test BLEU score (ntst14)
Baseline System [29] 33.30

Cho et al. [5] 34.54
Best WMT’14 result [9] 37.0

Rescoring the baseline 1000-best with a single forward LSTM 35.61
Rescoring the baseline 1000-best with a single reversed LSTM 35.85

Rescoring the baseline 1000-best with an ensemble of 5 reversed LSTMs 36.5
Oracle Rescoring of the Baseline 1000-best lists ∼45

Table 2: Methods that use neural networks together with an SMT system on the WMT’14 English
to French test set (ntst14).

task by a sizeable margin, despite its inability to handle out-of-vocabulary words. The LSTM is
within 0.5 BLEU points of the best WMT’14 result if it is used to rescore the 1000-best list of the
baseline system.

3.7 Performance on long sentences

We were surprised to discover that the LSTM did well on long sentences, which is shown quantita-
tively in figure 3. Table 3 presents several examples of long sentences and their translations.

3.8 Model Analysis
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I gave her a card in the garden

In the garden , I gave her a card
She was given a card by me in the garden

She gave me a card in the garden
In the garden , she gave me a card

I was given a card by her in the garden

Figure 2: The figure shows a 2-dimensional PCA projection of the LSTM hidden states that are obtained
after processing the phrases in the figures. The phrases are clustered by meaning, which in these examples is
primarily a function of word order, which would be difficult to capture with a bag-of-words model. Notice that
both clusters have similar internal structure.

One of the attractive features of our model is its ability to turn a sequence of words into a vector
of fixed dimensionality. Figure 2 visualizes some of the learned representations. The figure clearly
shows that the representations are sensitive to the order of words, while being fairly insensitive to the

6

(From Sutskever et. alet. al: “Sequence to Sequence Learning with Neural Networks”)
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Wait A Minute …

One vector is not enough.
If we insist on representing each discourse argument
as a single vector, we lose the ability to track
references across the discourse.

Or to put it another way...

You can't cram the meaning 
of a whole %&!$# sentence 
into a single $&!#* vector!

Jacob Eisenstein: From Distributed Semantics to Discourse, and Back

(From Ray Mooney: “Semantic Parsing: Past, Present, and Future”, slide from Jacob Eisenstein)
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Meningar med olika längder ...

https://devblogs.nvidia.com/parallelforall/introduction-neural-machine-translation-gpus-part-3/
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Neural MT med “attention”

(From on-line system at http://104.131.78.120)
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Published as a conference paper at ICLR 2015

(a) (b)

(c) (d)

Figure 3: Four sample alignments found by RNNsearch-50. The x-axis and y-axis of each plot
correspond to the words in the source sentence (English) and the generated translation (French),
respectively. Each pixel shows the weight ↵

ij

of the annotation of the j-th source word for the i-th
target word (see Eq. (6)), in grayscale (0: black, 1: white). (a) an arbitrary sentence. (b–d) three
randomly selected samples among the sentences without any unknown words and of length between
10 and 20 words from the test set.

One of the motivations behind the proposed approach was the use of a fixed-length context vector
in the basic encoder–decoder approach. We conjectured that this limitation may make the basic
encoder–decoder approach to underperform with long sentences. In Fig. 2, we see that the perfor-
mance of RNNencdec dramatically drops as the length of the sentences increases. On the other hand,
both RNNsearch-30 and RNNsearch-50 are more robust to the length of the sentences. RNNsearch-
50, especially, shows no performance deterioration even with sentences of length 50 or more. This
superiority of the proposed model over the basic encoder–decoder is further confirmed by the fact
that the RNNsearch-30 even outperforms RNNencdec-50 (see Table 1).

6

Neural MT med “attention”

(Example from Bahdanau, Cho & Bengiol: “Neural Machine Translation by Jointly Learning to Align and Translate”)
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Neural MT med “attention”Published as a conference paper at ICLR 2015
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Figure 2: The BLEU scores
of the generated translations
on the test set with respect
to the lengths of the sen-
tences. The results are on
the full test set which in-
cludes sentences having un-
known words to the models.

2012 and news-test-2013 to make a development (validation) set, and evaluate the models on the test
set (news-test-2014) from WMT ’14, which consists of 3003 sentences not present in the training
data.

After a usual tokenization6, we use a shortlist of 30,000 most frequent words in each language to
train our models. Any word not included in the shortlist is mapped to a special token ([UNK]). We
do not apply any other special preprocessing, such as lowercasing or stemming, to the data.

4.2 MODELS

We train two types of models. The first one is an RNN Encoder–Decoder (RNNencdec, Cho et al.,
2014a), and the other is the proposed model, to which we refer as RNNsearch. We train each model
twice: first with the sentences of length up to 30 words (RNNencdec-30, RNNsearch-30) and then
with the sentences of length up to 50 word (RNNencdec-50, RNNsearch-50).

The encoder and decoder of the RNNencdec have 1000 hidden units each.7 The encoder of the
RNNsearch consists of forward and backward recurrent neural networks (RNN) each having 1000
hidden units. Its decoder has 1000 hidden units. In both cases, we use a multilayer network with a
single maxout (Goodfellow et al., 2013) hidden layer to compute the conditional probability of each
target word (Pascanu et al., 2014).

We use a minibatch stochastic gradient descent (SGD) algorithm together with Adadelta (Zeiler,
2012) to train each model. Each SGD update direction is computed using a minibatch of 80 sen-
tences. We trained each model for approximately 5 days.

Once a model is trained, we use a beam search to find a translation that approximately maximizes the
conditional probability (see, e.g., Graves, 2012; Boulanger-Lewandowski et al., 2013). Sutskever
et al. (2014) used this approach to generate translations from their neural machine translation model.

For more details on the architectures of the models and training procedure used in the experiments,
see Appendices A and B.

5 RESULTS

5.1 QUANTITATIVE RESULTS

In Table 1, we list the translation performances measured in BLEU score. It is clear from the table
that in all the cases, the proposed RNNsearch outperforms the conventional RNNencdec. More
importantly, the performance of the RNNsearch is as high as that of the conventional phrase-based
translation system (Moses), when only the sentences consisting of known words are considered.
This is a significant achievement, considering that Moses uses a separate monolingual corpus (418M
words) in addition to the parallel corpora we used to train the RNNsearch and RNNencdec.

6 We used the tokenization script from the open-source machine translation package, Moses.
7 In this paper, by a ’hidden unit’, we always mean the gated hidden unit (see Appendix A.1.1).
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(From Bahdanau, Cho & Bengiol: “Neural Machine Translation by Jointly Learning to Align and Translate”)

max lengths of training data
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Vad gör vi i Helsingfors?

/ 2017

WMT: engelska - finska

NMT för 
svenska - finska

http://opus.lingfil.uu.se

> 1 000 
parallella

språk
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LT in MA Linguistics in the Digital Age
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Intro'to'AI'

Probabilis>c'models'
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Speech'synthesis'and'rec.'

Corpus'clinic'(5'cr)'

NLP'for'LowPResource'Lang.'

Teaching'assistance'

String'processing'alg.'
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Current'topics'in'LT'

collaborations with linguistics, phonetics, digital humanities, data science, ...

24



http://blogs.helsinki.fi/language-technology/http://blogs.helsinki.fi/language-technology/
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Tack!
Frågor?

Språkteknologi i Helsingfors

http://blogs.helsinki.fi/language-technology/
jorg.tiedemann@helsinki.fi
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