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◦ How the WMT 2017 Shared Task was Won (EN-LV-EN)

◦ What we do with Estonian (Multilingual NMT, CNN etc.)





◦ WMT official training data for constrained systems 
• Parallel 4.51M

• Mono: 27.75M (LV), 330.23M (EN)

◦ Data was noisy
• we filtered out a lot

• only 1.61M left

◦ For unconstrained systems
• Parallel: 12.69M

• Mono: 81.68M (LV), 351.99M (EN).

◦ For back-translation
• random 1.61M sentences from the mono corpus



◦ Normalization (-, “, «, ‘, etc.)

◦ Non-translatable tokens
• emails  $EMAIL$

• urls, filenames  $URL$

• XML tags  $XML$

◦ Tokenization

◦ Truecasing



◦ Original 4.5M

◦ Baseline: 1.74M

◦ Filtered: 1.61M



◦ Nematus and
AmuNMT toolkits

◦ end-to-end NMT

◦ sub-word tokens
(BPE)
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Esiet sveicināti GF vasaras skolā5. </s>

Attention weights



◦ GRU

◦ LSTM

◦ Multiplicative 
LSTM

◦ MLSTM won



◦ Slightly modified LSTM
• intermediate result 𝑚𝑡 is used to calculate parameters for 
𝑓𝑡, 𝑖𝑡 , 𝑜𝑡
LSTM uses the previous result ℎ𝑡−1

𝑚𝑡 = 𝑊𝑚 ⋅ ℎ𝑡−1 ⋅ 𝑥

𝑖𝑡 𝑜𝑡𝑓𝑡

𝑚𝑡 𝑚𝑡+1



◦ We tried 25K, 
50K and 100K

◦ but we 
should not



◦ We tried 
50 and 80

◦ Not that 
important



◦ We used morphological 
analyzer to split off
• prefixes

• endings

• compounds



◦ Morphology 
helps



◦ EN-LV
Stanford parser



◦ LV-EN 
Latvian POS tagger



◦ Rare named entities cause NMT to output 
unpredictable output

◦ We replaced all rare words with $ID$ in training data

◦ NMT learned to leave them untranslated

◦ We translated $ID$ with SMT or left untranslated 



◦ Impact on 
BLEU was 
minimal



◦ We merged 
everything 
together



◦ It works

◦ Probably for 
everybody 







◦ ~55 NMT systems trained

◦ ~25 SMT systems trained

◦ (Pinnis et al., 2017)



◦ Some language pairs are really under resourced (ET-RU)

◦ Inspired from Google Zero-Shot NMT



 RU-ET ET-RU EN-ET ET-EN RU-ET ET-RU EN-ET ET-EN 

SMT 12.52 14.74 22.53 32.52

MLSTM Shallow 17.51 18.46 23.79 34.45 11.11 12.32 26.14 36.78

MLSTM Shallow Multiling. <10 <10 <10 <10

GRU Shallow 13.70 13.71 17.95 27.84 10.66 11.17

GRU Deep 17.03 17.42 10.33 12.36

GRU Deep Multiling. 17.07 17.93 23.37 33.52 13.75 14.57 25.76 36.93

Development Test
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◦ Latest experiments with Estonian-English

Method BLEU

MLSTM-SU 36.78

GRU-DM 36.93

SMT 32.52

Fully convolutional 40.54
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