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In my talk

o How the WMT 2017 Shared Task was Won (EN-LV-EN)
o What we do with Estonian (Multilingual NMT, CNN etc.)
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How the WMT 2017
Shared Task was Won
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Data

0]

WMT official training data for constrained systems
e Parallel 4.51M

 Mono: 27.75M (LV), 330.23M (EN)

Data was noisy

* we filtered out a lot

* only 1.61M left

For unconstrained systems

e Parallel: 12.69M
* Mono: 81.68M (LV), 351.99M (EN).

For back-translation
* random 1.61M sentences from the mono corpus
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Preprocessing

o Normalization (-, “ «, , etc.)
o Non-translatable tokens
e emails 2 SEMAILS

e urls, filenames = SURLS
e XML tags =2 SXMLS

o Tokenization
o Truecasing
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Data filtering

” Training progress for LV-EN constrained

systems 2257 yd
° Original 4.5M 22 JAOMAGA PPV
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Baseline NMT architecture
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o Nematus and
AMUNMT toolkits

o end-to-end NMT

o sub-word tokens
(BPE)
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Recurrent Units

GRU
LSTM

Multiplicative
LSTM

MLSTM won
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Final EN-LV system results

23.22
‘ 21.84

.........

——en-lv-constrained-final-first
en-lv-constrained-I-final-first
——en-lv-bad-Istm-constrained
——en-lv-constrained-Istm-final-first
------------- en-lv-constrained-final-first-mlstm

------- en-lv-constrained-final-first-leaky-mlstm
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Multiplicative LSTM

o Slightly modified LSTM

* intermediate result m; is used to calculate parameters for

fer i, 0
LSTM uses the previous result hy_4
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Vocabulary size

Training progress for EN-LV constrained systems

o We tried 25K, . (maxlen80, different vocabularyzgiég 30\/20 6
50K and 100K 19 . ﬂyﬁ*ﬁ“ﬁ*‘ﬂ’“‘”“*ﬁ'ﬁ
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Context length (maxlen)

Training progress for EN-LV constrained

o We tried systems (maxlen50 vs maxlen 8% »
21 20.04
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Sub-word units

. Word BPE MW
o We used morphological or 5
English

daNnd |yzer to Sp||t Off legalization leg@ @ alization legal@ @ ization
legalize leg@ @ alize legal@ @ ize

* prefixes legalized leg@@ alized legal @@ iz@ @ ed
e endin gs legalizes legaliz@ @ es legal@ @ izes

legalizing legaliz@ @ ing legal@@ i1z@ @ ing
* compoun ds Latvian ("atbalss” 1s translated as “echo”)

atbalss at@ @ balss atbals@ @ s
atbalsis atbal @ @ sis atbals@ @ 1s
atbalsi atbal @ @ si atbals@ @ i
atbalsis at@ @ bals@ @ 15 atbals@ @ Ts
atbalstm  at@ @ balstm atbals@ @ Tm
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Sub-word units

o Morphology
helps
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Training progress for EN-LV constrained systems
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Factored models

o EN-LV
Stanford parser
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Training progress for EN-LV constrained systems (maxlen
50, batch size 80)
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Factored models

o LV-EN
Latvian POS tagger

27
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Training progress for LV-EN constrained systems

23.97

—I|v-en-simple-tc-baseline-voc25

—Ilv-en-simple-tc-morph-factored
—nematus-Ilv-en-constrained-simple-tc-tagger5
—nematus-lv-en-constrained-simple-tc-tagger7
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NMT does not like rare words

o Rare named entities cause NMT to output
unpredictable output

o We replaced all rare words with SIDS in training data
o NMT learned to leave them untranslated

o We translated SIDS with SMT or left untranslated

o
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NMT-SMT Hybrid

o |mpact on

BLEU was
minimal

TILD

Tranflation step

Example sentence

Source text

Sodien skatieties Ikaunieces-Admidipnas startu Rio spélés.

Pre-processed text

Sodien skat@R ieties IE@ kaun@R iec@@ es - Ad@EER mi@e@ di@E@ nas
start@@ u Rio sp&li@@ s

Text with identified
rare words

8odien skat@@ ieties BIDA - (BIDG start@@ u Rio spd&lé@@ s

NMT translation

watch the BIDS - BIDfS start at the Rio Games today

Moses XML with
untranslated rare
words

<nmt translation="watch the">35odien skatieties
</nmt>TIkaunieces <nmt translation="-">-</nmt>Admidinas <nmt
translation="start at the Rioc Games today">3cdien startu Rioc
spélés</nmt><nmt translation=".">.</nmt>

Moses XML with
identified
untranslated person
names

<nmt translation="watch the">Zodien skatieties </nmt><ne
translation="Ikauniece" prob="1l.0">Ikaunieces</ne> <nmt
translation="-">-</nmt><ne translation="Admidina||Admidins"
prob="0.95||0.05" >Admidinas</ne> <nmt translation="start

at the Rio Games today">3odien startu Rio spé&lés</nmt><nmt
translation=".">.</nmt>

SMT translation

watch the Ikauniece - Admidina start at the Rio Games today

Post-processed
translation

Watch the Ikauniece-Admidina start at the Rio Games today.

NMT only transl.
(for comparison)

Today, look at the start of the Isolence-Admidias in the Rio
Games.
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o We merged
everything
together

The final system
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Training progress for EN-LV constrained systems
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Back-translation

o |t works

o Probably for
everybody ©
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o ~55 NMT systems trained
o ~25 SMT systems trained

Tilde's Machine Translation Systems for WMT 2017

NATIONAL ”
DEVELOPMENT
PLAN 2020 f‘-‘

TILD

Marcis Pinnis, Rihards Kri$lauks, Toms Miks, Daiga Deksne, and Valters Sics

EUROPEAN UNION
European Regional
Development Fund

Data Filtering
Due to noise in the training data, we performed data fittering.

1. Long sentence filter 2. 5entence length ratio filter
(>1500 symbols or >80 tokens) (>0.3)
4. Low content overlap filter 3. Incorrect language filter
(using a cross-lingual alignment tool) (using a language detection tool)
5. Bad encoding filter 6. Digit mismatch filter
(e.g., corrupt symbols)

Unique parallel/monolingual sentence counts
Seenario lteris After filtering
161M/ 27.75M

161M/33023M

152M/ 2681M
192M/33555 M

Constrained

Tilde, Vienibas gatve 75A, Riga, Latvia

Source text

(marcis.pinnis, rihards.krislauks,d

iga.deksne, toms.miks, valte

£s Ikauni

sics}@tilde.lv

eces-Admidinas startu

Example sentence
Ric spales.

VES
)

T
F

| We present Tilde's WMT 2017 MT systems that were ranked as the best performing systems by automatic evaluation.

Machine Translation System:

« SMT Systems—Moses phrase-based systems, fast-align word alignment, 7-gram translation models, 5-gram KenLM language models, trained on the Tilde MT platform.

+ NMT Systems—Nematus NMT systems with MLSTM recurrent units, morphology-driven word splitting, vocabulary size of 25,000 for constrained systems and 50,000 for uncon-
strained systems, decoding beam size of 12, ensembles of 5 to 7 models, back-translated data used to train final systems.

o NMT-SMT hybrid systems—rare words (e.g., person names, location names, different scripts, etc.) are replaced with unknown word place-holders, sentences are translated wi
systems, after which rare words are translated with SMT systems. In unconstrained systems, a named entity data base is used to improve person name translation quality.

Example of the NMT-SMT Hybrid Translation Process

Translation step

1578M/ 8760 M

Pre-processed te

ext

== IG@ kaun@@ iecf@ es - AdGE mif@ di@f nas st

Data Pre-processing

Text with identified rare words

Sodicn skat@E iectics PIDP - PIDP sta

<66 w Rio spElzee s

NMT translation

h the PID - PIDP start =t

= Ric

day

| words

Moses XML with untranslated rare

The"> Sodien skatietizs </nmc- IKaunieces <nmc cransl)

"start at the Ri

mes today">

sodien startu Rio

Ztion=""

spi

2. Identification of non-
translatable entities

1. Normalisation
of punctuation

4. Truecasing
(first word only)

Moses XML with identified un-
translated person names

"watch

T

Tkaunicces</ne> <nmt translation=

prob="0.95||0.05"> Admidinas</ne>
se/nme =

The"s

Fatieties

s t> <ne translatio
~"> —</nmt> <ne translation="Admidina||Admidins"

£ the Rio Games toda

Tkauniece”

SMT translation

Tkaunicce - Admidina start at

the Rio Games toda

3. Tokenisation
(Tide's regular
5. Morphology-driven
word splitting

Synthetic Data

Unknown Words as Placeholders

To make NMT models more robust to rare and unknown phenomena, we sup-
plement the training data with sentence pairs where one to three content
words are replaced with unknown word (UNK) placeholders.

Back-translation of Monolingual Data

6. Factorisation
(Tiide’s perceptron tagger for Latvian,
Stanford porser for English)

For domain adaptation, we use a synthetic parallel corpus that is acquired by
back-translation of in-domain monolingual data from the target language us-
ing a reverse NMT system.

[<UNIKC> placeholder sent.| Back-translated sent
305M

128M 305M
1166M 2165M

11660 2135

translation

Tkaunicce-Admi

dina stazt av o

= Ric Games today

NMT only transi. (for comparison)

I the Isolence-Admidias in the

Automatic evaluation (submitted systems are marked in bold)

Scenal

Lang. pair System _ BLEU (CS)  BEER
SMT__| 12.98+0.62| 0.50:

119.45:0.79

v [NMT

Manual (comparative) evaluation

Comparison of the best

Constrained

Hy

10.52£0.82

Iv-en

15.47:0.59

120.01+0.67

120.06£0.63

Unconstrained

enlv

20.43:0.86

20.0420.78

20.08:0.78

Iv-en

19.05:0.63

122.0240.63

22.06£0.66

ey [ T
e R T

M S %
sy mwT

The research has been supported by the European Regional Davelopment Fund within the research project “Neural Network Modelling for Inflected Natural Languages” No. 1.1.1.1/16/A/215.

o (Pinnis et al., 2017

Get the poster in PDF:

e [EER constrained system submissions
@ nen [EEN T T Lang, System BLEU (CS) BEER 2.0 CharacTER|
@et [ [ s | pair
Tide (hybrid) __|119.52:0.79] 0.5482] 0.5853
©nen | TS
u ; en- [QT21 combination | 18.0320.71 05403] 0.6455
st Netherer b 0wt KIT primary 17.72:0.69| 05428] 06051
Tilde (hybrid) __|120.06%0.65] 05496
Wenn NI TN | |jen [UEDIN NMT 19.0850.65| 0.5462
@i EEEY T JHU SMT 16.95:0.60] 0.5281

TILD

!



TILD

Multilingual NMT

o Some language pairs are really under resourced (ET-RU)
o |nspired from Google Zero-Shot NMT

o
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Multilingual NMT

Development Test

RU-ET ET-RU EN-ET ET-EN RU-ET ET-RU EN-ET ET-EN
SMT 12,52 14.74 22.53 32.52

MLSTM Shallow 17.51 18.46 23.79 34.45 11.11 12.32 26.14 36.78

I
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Multilingual NMT L

Development Test
RU-ET ET-RU EN-ET ET-EN RU-ET ET-RU EN-ET ET-EN
SMT 12.52 14.74 22.53 32.52
MLSTM Shallow 17.51 18.46 23.79 34.45 11.11 12.32 26.14 36.78
MLSTM Shallow Multiling. <10 <10 <10 <10
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Multilingual NMT L

Development Test
RU-ET ET-RU EN-ET ET-EN RU-ET ET-RU EN-ET ET-EN

SMT 12.52 14.74 22.53 32.52
MLSTM Shallow 17.51 18.46 23.79 34.45 11.11 12.32 26.14 36.78
MLSTM Shallow Multiling. <10 <10 <10 <10

GRU Shallow 13.70 13.71 17.95 27.84 10.66 11.17

GRU Deep 17.03 17.42 10.33 12.36

Y,
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Multilingual NMT

TILD

Development

Test

{VE3)
SMT
MLSTM Shallow 17.51
MLSTM Shallow Multiling. <10
GRU Shallow 13.70
GRU Deep 17.03
GRU Deep Multiling. 17.07

ET-RU

18.46

<10
13.71
17.42
17.93

EN-ET ET-EN

23.79 34.45
<10 <10
17.95 27.84

23.37 33.52

RU-ET
12.52
11.11

10.66
10.33
13.75

ET-RU
14.74
12.32

11.17
12.36
14.57

EN-ET  ET-EN
22.53 32.52
26.14 36.78

25.76 36.93

o
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Fully Convolutional NMT

o Latest experiments with Estonian-English

Method

MLSTM-SU 36.78
GRU-DM 36.93
SMT 32.52
Fully convolutional 40.54

TILD
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