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Step by Step

Language Understanding

Aman Sinha Stepping towards Medical Language Understanding



4/43

Understanding Language ?

Understanding (natural) language ?

Can I have some ?

Natural language utterance

Syntax:
What is grammatical?

Semantics:
What does it mean?

Pragmatics: 
What does it do?

Slide ref. : Percy Liang, Natural Language Understanding: Foundations and 
State-of-the-Art; ICML 2016

6

Slide inspiration: Percy Liang, Natural Language Understanding:
Foundations and State-of-the-Art; ICML 2016
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Expectations versus Reality

Understanding (natural) language ?

Slide ref. : Bill MacCartney, Understanding Natural Language Understanding 2014
7

Slide ref: Bill MacCartney, Understanding Natural Language Understanding 2014
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Breaking down Language Understanding

Tasks for (natural) language: NLP vs NLU vs ASR

Slide ref. : Bill MacCartney, Understanding Natural Language Understanding 2014
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Slide ref: Bill MacCartney, Understanding Natural Language Understanding 2014
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Step by Step

Medical Language Understanding

Aman Sinha Stepping towards Medical Language Understanding



8/43

Medical language is a sublanguage

A sublanguage is a technical language that is used by the various
actors in the technical field to pass specific messages. A technical
language presents some characteristics that differentiate it from
the general language. It is easier to build linguistic tools for
sublanguages than for general language. [Spyns, 1996]

Much of the available clinical data are in narrative form as a result
of transcription of dictations, direct entry by providers, or use of
speech recognition applications. This free-text form is convenient to
express concepts and events, but is difficult for searching,
summarization, decision-support, or statistical analysis.
[Meystre et al., 2008]
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Breaking down Medical Language Understanding

Tasks for medical language understanding

Slide ref. : Bill MacCartney, Understanding Natural Language Understanding 2014

Challenges : variations, ambiguity, uncertainty, polysemy, vagueness, world knowledge
9
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Challenges : variations, ambiguity, uncertainty, polysemy, vagueness,
world knowledge (and many more)
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Different data sources

User Patient Diagnosis Team Discussion Treatment

User-Social Media

Patient-Doctor/Staff

Patient-Doctor/Staff

Doctor-Team/Research

Doctor/Staff-Patient

Social Media[SOC]: Twitter, Reddit, FB, review-forums, etc.

Clinical data[CLIN]: Clinical notes, clinical diagnosis data,
etc.

Scientific data[SCI]: Research articles, citation graphs, etc.
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General Formalization

Medical Data

ClinicaL sources [CLIN]

Scientific sources [SCI]

Social media sources [SOC]

Overall data view

For any source D ∈ {SOC, CLIN, SCI}, we study a collection of
data points {(xi ,yi ): i=1...N} where xi ∈ X which denotes the
numerical representation of any raw data (for eg. tweet, clinical
note, article), yi ∈ Y which correspond to any NLP/NLU task (for
eg. disease mention detection, mortality prediction, clustering)
based labels, and N refers to number of data points.
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Temporal characteristics of medical data

Overall data view

For any source D ∈ {SOC, CLIN, SCI}, we study a collection of
data points {(xi ,yi ): i=1...N} where xi ∈ X which denotes the
numerical representation of any raw data (for eg. tweet, clinical
note, article), yi ∈ Y which correspond to any NLP/NLU task (for
eg. disease mention detection, mortality prediction, clustering)
based labels, and N refers to number of data points.

Note :

xi can also have temporal aspect i.e. xi = {xi ,1, xi ,2, ..., xi ,Ti
},

where Ti is the number of timestamps associated with ith
data point.

For eg. series of tweets by a user or series of clinical notes of
a patient or series of scientific articles published about a topic.

These data are classified as temporal (or longitudinal) data.
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Step by Step

Longitudinal Medical Language Understanding
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Case Study : Clinical data setting

Longitudinal Variables Static Variables

Labs

Diagnosis

Medications

Images(MRI, X-rays)

Demographics,

Gender,

Genes, socio-

economics

In this study, we focus on clinical datasets: MIMIC-III
[Johnson et al., 2016], Physionet 2012[Goldberger et al., 2000], &
Physionet 2019 [Reyna et al., 2019].
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Challenges in longitudinal Medical Language
Understanding [Cascarano et al., 2023]

Dealing with missing values : There are often missing
measurements or dropouts in longitudinal data cohorts, while the
time intervals between one measurement and another are not
necessarily evenly distributed. These facts hamper an off-the-shelf
application of time-series algorithms built on the assumptions of
complete samples.

Dealing with patient trajectories : Longitudinal data trajectories
may be highly complex and non-linear (e.g., large variations between
individuals)

Dealing with uncertainty : The repeated measures can be subject to
very different, and sometimes hard to estimate, uncertainties, which
may also vary with time—from instrument inaccuracy to the
specificity of the individual (e.g., different pain thresholds).
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Missing values in data
What and how?

Such data is resulted due to complex generative processes in areas
eg. user social-media activity, e-commerce transactions, industrial
factories, clinical data, etc.

These are multivariate time series recorded at inconsistent or
non-uniform time intervals aka irregularly sampled time series or
ISTS.
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Missing values in data
Missingness categorization [Rubin, 1976]

Random missingness (missing at random [MAR] & missing
completly at random [MCAR]) eg. fault in sensors.

Non-random missingness (missing not at random [MNAR]) eg.
subject to clinician.
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Dealing with missing values in data
Is Imputation all we need?

Imputation based methods

Many methods handle ISTS by filling missingness via imputation
converting ISTS to regularly sampled time series, assuming an
underlying missing mechanism .

Methods such as using global mean value (GRU-mean), the last
measured value (GRU-forward), interpolation
(IP-Nets[Shukla and Marlin, 2019]), or learnable decay on the
global mean (GRU-D[Che et al., 2016]).

MAR & MCAR : Works well ✓ MNAR : Caution !
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Dealing with missing values in data

Why imputation in MNAR is not a good practise?

Informative missingness [Rubin, 1976]

Assumption about underlying process

Exposure to biasness
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Dealing with missing values in data
What if we don’t impute?

Non-Imputation based methods

Recent approaches have also explored learning directly from the
ISTS data without any form of imputation.

Use of time encoding embedding and self-attention (Transformers
[Vaswani et al., 2017]), set-based data representations (SeFT
[Horn et al., 2020]), sensor dependency graph via graph neural
networks (RAINDROP [Zhang et al., 2021])

Aman Sinha Stepping towards Medical Language Understanding



20/43

Dealing with missing values in data
What if we don’t impute?

Non-Imputation based methods

Recent approaches have also explored learning directly from the
ISTS data without any form of imputation.

Use of time encoding embedding and self-attention (Transformers
[Vaswani et al., 2017]), set-based data representations (SeFT
[Horn et al., 2020]), sensor dependency graph via graph neural
networks (RAINDROP [Zhang et al., 2021])

Aman Sinha Stepping towards Medical Language Understanding



21/43

Dealing with missing values in data
To impute or not is the question!

Limitations of Imputation based methods

Assumption of missingness is at random or an underlying missing
mechanism which leads to unwanted bias and potential distribution
shift.

We argue that learning the imputation task is challenging
because of the underlying missing mechanism and
is not required for the downstream task.

Limitations of Non-Imputation based methods

Permutation-invariant nature (Transformers); Order-invariant nature
of set representation (SeFT) and, sensor dependency graph does not
take into account the irregularity information (RAINDROP)

MNAR datasets contain informative missingness [Rubin, 1976].
Therefore, specialized methods are required to handle such
missingness by exploiting the irregularity information.
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SLAN (Switch LSTM Aggregate Network)

We propose a model that dynamically changes its architecture
depending on the measured sensors at any time point.
⋆ SLAN contains a pack of LSTMs and a simple switch layer.
✓ eliminates the need for missing value imputation.
✓ No risk of bias or distribution shift.
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Preprint [Agarwal et al., 2023], Github Repository
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Unrolled SLAN
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Does SLAN work? (° °)

SLAN performance

Downstream tasks: In-hospital mortality prediction (MIMIC, P12); Early Sepsis Prediction (P19)

For MIMIC, SLAN is overall 4th best.
For Physionet data (P12 and P19), SLAN outperforms all baselines.For MIMIC, SLAN is overall 4th best.

For Physionet data (P12 and P19), SLAN outperforms all baselines.
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An observation (∗ ∗)
Interesting observation

As the number of missing values increases (from MIMIC-III to P-19), the performance of the 
best imputation model compared to SLAN deteriorates.

As the number of missing values increases (from MIMIC-III to P-19), the
performance of the best imputation model compared to SLAN
deteriorates.
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Interpretation with SLAN (O O)

Features with higher
sampling rates are oxygen
saturation, respiratory rate,
heart rate and temperature.
Whereas the most
important features are pH,
glucose, weight, oxygen
saturation and glascow
coma scale total.

Thus, frequently
measured sensors are not
the most important
feature. Even though pH
has the fifth-lowest
sampling rate, it is the
most important feature in
providing inference.

Scope of Interpretability

Sampling rate : the number of measurements per hour of 
a particular sensor.

Feature Importance via Global summary: Mean of the 
attention weights of each sensor across all the time steps.

Features with higher sampling rates are oxygen 
saturation, respiratory rate, heart rate and 
temperature. Whereas the most important features are 
pH, glucose, weight, oxygen saturation and glascow 
coma scale total. 

Thus, frequently measured sensors are not the most 
important feature. Even though pH has the fifth-lowest 
sampling rate, it is the most important feature in 
providing inference.

Note:
Sampling rate: the number of measurements per hour of
a particular sensor.
Feature Importance via Global summary: Mean of the
attention weights of each sensor across all the time steps.
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Limitations to SLAN (- -)

Algorithmic Complexity : O(npq) where n is #Instances, p is
#Sensors and q is #Observations.

Scalabity to sensors : The time complexity is linearly
dependent on the number of sensors. Therefore, SLAN may
not be scalable to applications with many sensors.
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Takeaways

1 SLAN is a simple switch-based adaptable architecture for
MNAR (or any type of ISTS) data eliminating the need for
missing value imputation.

2 There seems to be a tradeoff between MNAR data handling
(↑) and model performance (↓).

3 To impute or not? still remains a question.
[Ma and Zhang, 2021, Berrevoets et al., 2023]

Preprint : https://arxiv.org/abs/2309.08698
Github : https://github.com/Rohit102497/SLAN
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From SLAN to beyond..

Two line of thoughts:

1 More sophisticated modeling technique that is suited for
MNAR data, via neural point process modelling.
[Mei and Eisner, 2017]

2 Including clinical notes along with physiological data for
multimodal learning. [Zhang et al., 2022]
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More Medical Language Understanding

▶ Modeling complex patient
trajectories [Miotto et al., 2016,
Allam et al., 2021]

▶ Uncertainty in Medical
domain [Peng et al., 2019,
Ulmer et al., 2022]

Left image src: https://kuis-ai.github.io/ftgn/
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Appendix-I
ISTS baselines

Via learnable decay on the global mean and the last measured
value. (GRU-D)

Temporal discretization and performing interpolation
(IP-Nets)

Using missing value indicator along with RNN-based filling
(GRU-Simple, Phased-LSTM)

replace the positional encoding with an encoding of time and
model sequences using self-attention and concatenate it with
the input representation. (Transformer)

treating time series as an unordered set of measurements
(SeFT)

By GNN to learn a sensor dependency graph and leveraging
inter-sensor dependency to train latent embeddings.
(RAINDROP)
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Appendix-II
Limitations of ISTS baselines

assuming an underlying missing mechanism (GRU-D) or a
predefined nonlinear form assuming that missingness is at
random, thus inducing bias. (IP-Nets)

lead to a potential distribution shift. (GRU-Simple,
Phased-LSTM)

the permutation-invariant nature of self-attention, which can
be problematic in capturing dependencies within each time
series (Transformer)

the order-invariant nature of set representation fails to capture
the irregularity information, which is order-variant and
increases with time (SeFT)

does not exploit the irregularity information of the sensors.
(RAINDROP)
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Appendix-III
Results - SLAN experiments
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Appendix-IV
Datasets - SLAN experiments

Aman Sinha Stepping towards Medical Language Understanding



43/43

Thank you for your attention !
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